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1 In tro duction

The TREC Video Retrieval Evaluation (TRECVID)
2007represents the seventh running of a TREC-style
(trec.nist.gov) video retrieval evaluation, the goal of
which remains to promote progressin content-based
retrieval from digital video via open, metrics-based
evaluation. Over time this e�ort should yield a better
understanding of how systemscan e�ectiv ely accom-
plish such retrieval and how one can reliably bench-
mark their performance. TRECVID 2007wasfunded
by the US National Institute of Standards and Tech-
nology (NIST) and the Intelligence Advanced Re-
search Projects Activit y (IARP A).

54 teams (see Table 1 at the end of the pa-
per) from various research organizations | 17 from
Asia, 23 from Europe, 12 from the Americas, and
2 from Australia | participated in one or more of
four tasks: shot boundary determination, high-level
feature extraction, search (fully automatic, manu-
ally assisted,or interactive) or pre-production video
(rushes)summarization. SeeFigure 1 for an overview
of TRECVID's evolution.

In 2007 TRECVID began what sets out to be a
3-year cycle using new data sources,related to the

broadcast news used in 2003-2006but signi�cantly
di�eren t. Data for the search and feature tasks was
about 100 hours of (MPEG-1) news magazine, sci-
encenews,newsreports, documentaries, educational
programming, and archival video almost entirely in
Dutch from the Netherlands Institute for Sound and
Vision. About 6 additional hours of Sound and Vi-
sion data was used for the shot boundary task. The
BBC Archive provided about 50 hours of \rushes"
- pre-production video material with natural sound,
errors, etc. - from several BBC dramatic seriesfor
use in the summarization task.

Results were scoredby NIST against human judg-
ments. Complete manual annotation of the test set,
created by NIST, was used to evaluate shot bound-
ary determination. Feature and search submissions
wereevaluated basedon partial manual judgments of
the pooled submissions. The output of summariza-
tion systemswas manually evaluated at NIST using
ground truth created at Dublin Cit y University. Full
results for the summarization task were presented
and discussedas the TRECVID Video Summariza-
tion Workshop at the ACM Multimedia Conference
in Augsburg, Germany on September 28, 2007(Over,
Smeaton,& Kelly, 2007).
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Figure 1: Evolution of TRECVID

This paper is an intro duction to the evaluation
framework | the tasks, data, and measures. The
results as well as the approaches taken by the par-
ticipating groups were presented at the TRECVID
workshop in November 2007. For detailed in-
formation about the approaches and results, the
reader should see the various site reports and
slides from the workshop available from the pub-
lications page of the TRECVID website: www-
nlpir.nist.gov/pro jects/tvpubs/tv.pubs.org.h tml.

Disclaimer: Certain commercial entities, equip-
ment, or materials may be identi�e d in this docu-
ment in order to describe an experimental procedure
or concept adequately. Such identi�c ation is not in-
tended to imply recommendation or endorsementby
the National Institute of Standards, nor is it intended
to imply that the entities, materials, or equipment are
necessarily the best available for the purpose.

1.1 New in TRECVID 2007

The new kinds of data for the feature, search, and
shot boundary tasks presented new challenges and
made it possibleto test how well the broadcast news
training data generalizedto a related but signi�cantly
di�eren t sort of video data.

The amount of development and test data for the
feature and search tasks wassmaller than in previous
yearsand seemedmore diversein content.

No keyframeswere provided by NIST. This was to
encourageparticipants to look afresh at how best to
train their systems, reconsidering tradeo�s between
processingspeed, e�ectiv eness,amount of the video
processed.

While automatic speech recognition (ASR) and
then machine translation (MT) (Dutch to En-
glish) was applied to the Sound and Vision videos,
TRECVID 2007required search and feature task par-
ticipants to submit at least one run basedon visual
information only - to simulate a situation in which no
ASR and MT for the languageof a video might be
available.

The rushessummarization task wasa �rst attempt
at large-scaleevaluation of such systemsand tested
the feasibility of the evaluation framework.

For the �rst time, all development and test data
were distributed via the Internet. Each participating
group downloaded up to 100 GB of data from one
of four servers at Cit y University Hong Kong, NIST,
University of Iowa, or University of Modena.
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Table 2: Characteristics of 2007 Sound and Vision
test data

2 Data

2.1 Video

Sound and Vision data

The Netherlands Institute for Soundand Vision gen-
erously provided 400hours of newsmagazine,science
news,newsreports, documentaries, educational pro-
gramming, and archival video in MPEG-1 format for
usewithin TRECVID. TRECVID 2007usedapprox-
imately 100 hours of this data in 2007. The amount
was kept small becausefor the �rst time all the data
had to be downloaded and becausethe data repre-
sented a new genre and potential new problems for
systems. Table 2 highlights someof the easily quan-
ti�able di�erences between the 2006broadcast news
video and the Sound and Vision data.

The data was divided as follows:

� 6 hours for the shot boundary task

� 50 hours for development of search/feature de-
tection

� 50 hours for test of search/feature detection

A shot boundary test collection for 2007wasdrawn
at random from the total collection. It comprised17
videos for a total size of about 4.08 gigabytes. The

characteristics of this test collection are discussedbe-
low.

The collections for the search and feature tasks
weredrawn randomly soas to be balancedacrossthe
variousprogram sources.The development data com-
prised 110 �les and 30.6 GB, the test data 109 �les
and 29.2 GB.

A technical problem that prevented display of shots
from one�le (BG 37940.mpg,�le ID: 200) in the test
data was discovered during feature task assessment.
As a result all shots from the �le were removed from
the feature pools and submissions. Search task par-
ticipants were warned to remove these shots before
submission.

BBC Arc hiv e data

The BBC Archive provided about 100hours of rushes
data for usein the video summarization task. About
half wasusedfor development data and half reserved
for testing. The data consistedof raw (i.e., unedited)
video footage, shot mainly for �v e series of BBC
drama programs. The drama series included a his-
torical drama set in London in the early 1900's, a
serieson ancient Greece, a contemporary detective
program, a program on emergencyservices,a police
drama, as well as miscellaneousscenesfrom other
programs.

2.2 Common shot reference, ASR,
MT

The entire feature/search collection was automati-
cally divided into shots by Christian Petersohn at
the Fraunhofer (Heinrich Hertz) Institute in Berlin.
Theseshots served as the prede�ned units of evalua-
tion for the feature extraction and search tasks. The
feature/search test collection contained 18,142refer-
enceshots (40% of the number usedin 2005).

Roeland Ordelman and Marijn Huijbregts at the
University of Twente provided the output of an auto-
matic speech recognition system run on the Sound
and Vision data. Christof Monz of Queen Mary,
University London contributed machine translation
(Dutch to English) for the Sound and Vision video
basedon the University of Twente ASR.

2.3 Common feature annotation

GeorgesQu�enot and St�ephaneAyache of LIG (Labo-
ratoire d'Informatique de Grenoble, formerly CLIPS-
IMA G) organized a collaborative annotation for
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TRECVID 2007using an active learning schemede-
signedto improvethe e�ciency of the annotation pro-
cess. About 27 groups participated and shared the
resulting ground truth among themselves.

The Multimedia Computing Group at the Chinese
Academy of Sciencestogether with the National Uni-
versity of Singapore provided full annotation of the
2007training data (using one keyframe per shot).

In order to help isolate system development as a
factor in systemperformanceeach feature extraction
task submission,search task submission,or donation
of extracted features declared its type as one of the
following:

A - system trained only on common TRECVID de-
velopment collection data, the common annota-
tion of such data, and any truth data created at
NIST for earlier topics and test data, which is
publicly available. For example, common anno-
tation of 2005 training data and NIST's manu-
ally created truth data for 2005could in theory
be usedto train type A systemsin 2006.

B - systemtrained only on commondevelopment col-
lection but not on (just) common annotation of
it

C - system is not of type A or B

In 2007there was special interest in how well sys-
tems trained on onesort of data generalizeto another
related, but di�eren t typeof data with little or no new
training data. The available training data contained
somethat is speci�c to the Sound and Vision video
and some that was not. Therefore three additional
training categorieswere intro duced:

a - same as A but no training data (shared or pri-
vate) speci�c to any Sound and Vision data has
been used in the construction or running of the
system.

b - sameas B but no training data (shared or pri-
vate) speci�c to any Sound and Vision data has
been used in the construction or running of the
system.

c - same as C but no training data (shared or pri-
vate) speci�c to any Sound and Vision data has
been used in the construction or running of the
system.

Groups were encouraged to submit at least one
pair of runs from their allowable total that helps the
communit y understand how well systemstrained on

non-Sound-and-Visiondata generalizeto Sound-and-
Vision data.

3 Shot boundary detection

Movies on �lm stock are composed of a series of
still pictures (frames) which, whenprojected together
rapidly, the human brain smearstogether so we get
the illusion of motion or change. Digital video is also
organized into frames - usually 25 or 30 per second.
Above the frame, the next largest unit of video both
syntactically and semantically is called the shot. A
half hour of video, in a TV program for example,can
contain several hundred shots. A shot was originally
the �lm produced during a single run of a camera
from the time it was turned on until it was turned
o� or a subsequencethereof as selectedby a �lm ed-
itor. The new possibilities o�ered by digital video
have blurred this de�nition somewhat, but shots, as
perceived by a human, remain a basic unit of video,
useful in a variety of ways.

The shot boundary task is included in TRECVID
as an intro ductory problem, the output of which is
neededfor most higher-level tasks. Groups can work
for their �rst time in TRECVID on this task, de-
velop their infrastructure, and move on to more com-
plicated tasks the next year, or they can take on the
more complicated tasks in their �rst year, as some
do. Information on the e�ectiv enessof particular shot
boundary detection systemsis useful in selectingdo-
nated segmentations usedfor scoring other tasks.

The task was to �nd each shot boundary in the
test collection and identify it asan abrupt or gradual
transition, where any transition which is not abrupt,
is consideredgradual.

3.1 Data

The shot boundary test videos contained a total of
637,805framesand 2317shot transitions. This means
the 2007 shots are much longer (275.3 frames/shot)
on average than in the broadcast news video from
2006(157.7 frames/shot).

The referencedata was created by a student at
NIST whosetask was to identify all transitions and
assigneach to one of the following categories:

cut - no transition, i.e., last frame of one shot fol-
lowed immediately by the �rst frame of the next
shot, with no fade or other combination;
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Table 3: Transition types

Search type 2003 2004 2005 2006 2007

% Abrupt 70.7 57.5 60.8 48.7 89.5
% Dissolve 20.2 31.7 30.5 39.9 6
% Fade in/out 3.1 4.8 1.8 1.3 0
% Other 5.9 5.7 6.9 10.1 4.5

dissolv e - shot transition takesplaceasthe �rst shot
fadesout while the secondshot fadesin

fadeout/in - shot transition takesplace as the �rst
shot fadesout and then the secondfadesin

other - everything not in the previous categories
e.g., diagonal wipes.

The same student has created the shot bound-
ary ground truth for TRECVID since2001using the
sameguideline. Software was developed and used to
sanity check the manual results for consistencyand
some corrections were made. Borderline caseswere
discussedbefore the judgment was recorded. The
freely available software tool 1 VirtualDub was used
to view the videos and frame numbers.

The distribution of transition types was signi�-
cantly di�eren t from earlier years (see Table 3) in
that the percentage of cuts almost doubled and there
were relatively few gradual transitions:

� 2,236| hard cuts (90.8%)

� 134 | dissolves(5.4%)

� 2 | fadesto black and back (1%)

� 91 | other (3.7%)

3.2 Evaluation and measures

Participating groups in this task were allowed up to
10 submissionsand these were compared automat-
ically to the shot boundary reference data. Each
group determined di�eren t parameter settings for
each run they submitted. Twenty-one groups sub-
mitted runs. The runs were evaluated in terms of
how well they �nd all and only the true shot bound-
aries and how much clock time is required for their
systemsto do this.

1The VirtualDub (Lee, 2001) website contains information
about VirtualDub tool and the MPEG decoder it uses.

Detection performance for cuts and for gradual
transitions was measured by precision and recall
where the detection criteria required only a single
frame overlap betweenthe submitted transitions and
the referencetransition. This was to make the de-
tection independent of the accuracy of the detected
boundaries. For the purposesof detection, we con-
sidereda submitted abrupt transition to include the
last pre-transition and �rst post-transition framesso
that it has an e�ectiv e length of two frames (rather
than zero).

Analysis of performanceindividually for the many
sorts of gradual transitions was left to the partici-
pants since the motivation for this varies greatly by
application and system.

Gradual transitions could only match gradual tran-
sitions and cuts match only cuts, except in the case
of very short gradual transitions (5 frames or less),
which, whether in the referenceset or in a submis-
sion, were treated as cuts. We also expanded each
abrupt referencetransition by 5 framesin each direc-
tion before matching against submitted transitions
to accommodate di�erences in frame numbering by
di�eren t decoders.

Accuracy for referencegradual transitions success-
fully detected was measured using the one-to-one
matching list output by the detection evaluation. The
accuracy measureswere frame-based precision and
recall. These measuresevaluate the performance of
gradual shot transitions in terms of the numbers of
framesoverlapping in the identi�ed, and the submit-
ted gradual transitions and thus higher performance
using these is more di�cult to achieve than for non-
frame precision and recall. Note that a systemcould
be very good in detection and have poor accuracy,
or it might miss a lot of transitions but still be very
accurate on the onesit �nds.

3.3 Results

Figures 2, 3 and 4 depict the main results. Note that
the small absolute number of gradual transitions in
the 2007 data make results for these transitions less
generally informativ e than usual. The results for cuts
are strikingly good. The runs submitted by LIG (for-
merly CLIPS-IMA G) comefrom essentially the same
system as was run in 2006. Figure 5 make clear that
the cuts in the 2007 data are easier than in 2006.
Good results are possible in times well under that
neededto view the videos at normal speed (seeFig-
ure 6) and spending more time processingis not cor-
related with better e�ectiv eness(seeFigure 7).
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Figure 6: Mean SB runtimes

Figure 2: Precision and recall for cuts Figure 3: Precision and recall for gradual transitions
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Figure 4: Frame-precisionand -recall

Figure 5: Precisionand recall for cuts from samesys-
tem (CLIPS-IMA G/LIG) run on 2006and 2007data

Figure 7: Mean SB runtimes (faster than realtime)
versuse�ectiv eness(mean F1 (harmonic meanof pre-
cision and recall) for cuts

For detailed information about the approachesand
results, the reader should see the various site re-
ports and slidesfrom the workshopavailable from the
publications page of the TRECVID website: www-
nlpir.nist.gov/pro jects/tvpubs/tv.pubs.org.h tml.

4 High-lev el feature extraction

A potentially important asset to help video
search/navigation is the abilit y to automatically iden-
tify the occurrenceof various semantic features such
as \Indo or/Outdo or",\P eople", \Speech" etc., which
occur frequently in video information. The abilit y to
detect featuresis an interesting challengeby itself but
does take on added importance since it can improve
search. The feature extraction task has the following
objectives:

� to continue work on a benchmark for evaluating
the e�ectiv enessof detection methods for various
semantic concepts

� to allow exchangeof feature detection output for
usein the TRECVID search test set prior to the
search task results submission date, so that a
greater number of participants could explore in-
novative ways of leveraging those detectors in
answering the search task queries in their own
systems.

7



The feature extraction task wasasfollows. Given a
standard setof shot boundariesfor the feature extrac-
tion test collection and a list of feature de�nitions,
participants were asked to return for each feature in
the full set of features, at most the top 2,000 video
shots from the standard set, ranked according to the
highest possibility of detecting the presenceof the
feature. The presenceof each feature wasassumedto
be binary, i.e., it was either present or absent in the
given standard video shot. If the feature was true for
someframe (sequence)within the shot, then it was
true for the shot. This is a simpli�cation adopted
for the bene�ts it a�orded in pooling of results and
approximating the basis for calculating recall.

The feature set was nearly the entire preliminary
set of 39 LSCOM-lite features, chosento cover a va-
riety of target types. Participants were required to
build detectors for all 36 features. Requiring this
number of detectorswasdesignedto promote the use
of genericmethods for detector development.

Recent work at Northeastern University (Yilmaz
& Aslam, 2006) has resulted in methods for estimat-
ing standard systemperformancemeasuresusing rel-
atively small samplesof the usual judgment sets so
that larger numbers of features can be evaluated us-
ing the sameamount of judging e�ort. Testson past
data showed the new measure(inferred averagepre-
cision) to be a good estimator of meanaveragepreci-
sion (Over, Ianeva, Kraaij, & Smeaton, 2006). As a
result, it wasdecidedto usea 50%sampleof the usual
feature task judgment set, calculate inferred average
precision instead of average precision, and evaluate
20 features from each group.

Features were de�ned in terms a human judge
could understand. Someparticipating groups made
their feature detection output available to partici-
pants in the search task which really helped in the
search task and contributed to the collaborative na-
ture of TRECVID.

The features to be detected in 2007 were as fol-
lows and are numbered 1-39. The same list was
used for 2006 except that features 2 (entertain-
ment), 21 (government leader), and 22 (corporate-
leader) were dropped from the list for 2007 since
they had proved very di�cult to judge. Those
evaluated are marked by an asterisk: [1*]Sports,
[3*]Weather, [4]Court, [5*]O�ce, [6*]Meeting, [7]Stu-
dio, [8]Outdoor, [9]Building, [10*]Desert, [11]Vege-
tation, [12*]Mountain, [13]Road, [14]Sky, [15]Snow,
[16]Urban, [17*]Waterscape-Waterfront, [18]Crowd,
[19]Face, [20]Person,[23*]Police-Security, [24*]Mil-

itary , [25]Prisoner, [26*]Animal, [27*]Computer-
TV-screen, [28*]Flag-US, [29*]Airplane, [30*]Car,
[31]Bus, [32*]Truck, [33*]Boat-Ship, [34]Walking-
Running, [35*]People-Marching, [36*]Explosion-Fire,
[37]Natural-Disaster, [38*]Maps, [39*]Charts.

The full de�nitions provided to system developers
and NIST assessorsare listed with the detailed fea-
ture runs at the back of the notebook and in Ap-
pendix B in this paper.

4.1 Data

As mentioned above, the feature test collection con-
tained 109 �les/videos and 18,142 reference shots.
Testing feature extraction and search on the same
data o�ered the opportunit y to assessthe quality of
features being usedin search.

4.2 Evaluation

Each group wasallowed to submit up to 6 runs and in
fact 32 groups submitted a total of 163 runs. Among
the 163 runs, 146 used training type A, 7 training
type B, 6 training type C and 4 training type a.

TRECVID 2007required a feature run (among the
6) treating the new video as if no automatic speech
recognition (ASR) or machine translation (MT) for
the languagesof the videos (mostly Dutch) existed -
as might occur in the caseof video in other lesswell
known languages.

For each feature, all submissionsdown to a depth
of at least 100 (average 154, maximum 240) result
items (shots) were pooled, removing duplicate shots,
randomizedand then sampledto yield a random 50%
subset of shots to judge. Human judges (assessors)
were presented with the pools - one assessorper fea-
ture - and they judged each shot by watching the as-
sociated video and listening to the audio. The maxi-
mum result set depth judged and pooling and judging
information for each feature is listed in Table 4 at the
end of the paper. In all, 66,293shots were judged.

4.3 Measures

The trec evalsoftware, a tool usedin the main TREC
activit y sinceit started in 1991,wasusedto calculate
recall, precision, inferred averageprecision, etc., for
each result. Since all runs provided results for all
evaluated features, runs can be comparedin terms of
the meaninferred averageprecision(infAP) acrossall
20 evaluated features as well as \within feature".
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Figure 8: infAP by run - top half

Figure 9: infAP by run - bottom half
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Figure 10: infAP by number of true shots in the fea-
ture test data

4.4 Results

Figures 8 and 9 present an overview of the results
from runs of type A. Performance varies greatly by
feature. Figure 10 shows a weak positive correlation
betweennumber of hits possiblefor a feature and the
median or maximum scorefor that feature.

Looking at general statistics from the results we
can �nd that the top two features with maximum
hits (see Figure 11) are \meeting" (707 hits) and
"car" (435 hits) - perhapsbecausethere is a lot of re-
search concerning detecting popular objects such as
peopleand carswithin the object recognition commu-
nit y. On the other hand, a feature such as\w eather",
which had good performancein 2006,has only 6 hits
against the 2007 data. These results show that the
high level feature extraction task can promote the re-
search e�orts concerning detecting new, unfamiliar,
and unpopular kind of featureswhich can be of more
bene�t eventually and can encouragenew application
domains in the future.

Regarding category \A" results, the maximum
mean infAP reached 0.131 while for category \a" it
reached0.049. Category \B" reachedmaximum 0.132
while category \C" achieved 0.073. Figure 12 shows
the performanceof the top 10 runs acrossthe features
when compared to the median. To test if there is a
real signi�cant di�erences between the systemsper-

Figure 11: True shots by feature

Figure 13: Randomization test for signi�cant di�er-
encesin top 10 feature runs
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Figure 12: infAP by feature - top 10 runs

formance, we applied a randomization test (Manly,
1997) on the top 10 runs as shown in Figure 13. The
left half indicates the sorted top 10 runs, while the
right half indicates the order by which the runs are
signi�cant according to the randomization test.

We asked the participants to �ll out some meta-
data information to help us draw some general ob-
servations about the systems. From this metadata,
we found that many groups dependedonly on visual
information while using audio information as well
yielded only mixed results acrosssites. Few groups
experimented with alternativ e keyframe extraction
methods. A good observation is that temporal anal-
ysis gainedmore attention, which is healthy for more
sophisticated features. Some grey-scale-speci�c ap-
proachesand learning from unlabeled data has been
explored by somegroupsaswell. Regarding the clas-
si�ers architecture, most groups, including the top 10
runs, tried to build a genericarchitecture, while few
built speci�c feature classi�ers.

The number of classi�ers used for fusion varied
greatly from 1 to 231. Figure 14 plots the perfor-
mance vs. the number of classi�ers used for fusion.
The general trend seemsto be that increasing the
number of classi�ers helps to improve the perfor-

Figure 14: Number of classi�ers vs. MAP
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Figure 15: Peopleclassvs. MAP

mancebut we can alsoseethat somegroupsachieved
similar results using smaller numbers of classi�ers.
Also, the increaseof classi�ers comesat the cost of
heavy computations and long running time. Regard-
ing the hardware platform among the participants,
we found that most of them usedsingle CPUs while
somegroups usedmedium (2 to 16) to large clusters
(60 to 284). Finally, the metadata indicated that
training time varied between25 minutes to 25 hours
acrossthe di�eren t systemswhile testing time varied
between1 minute to 3 hours.

In a trial to observe the di�erence in performance
among the di�eren t feature classes,we divided the
featuresinto four main classesnamely people,events,
location/scene, and objects. Figures 15, 16, 17, and
18 show the sorted results across the 163 runs for
each class. Looking at these plots, we can seethat
the object classgot the top performancefollowed by
location then peopleand �nally event. Theseresults
suggestthat still static features are more easily de-
tectable such as objects and locations, while more
dynamic featureslike peopleactivities and events are
more challenging - which is not surprising. More
e�ort is needed toward detecting dynamic features
and events which in real life applications can be
very important. In brief, there are a lot of fac-
tors that a�ect the �nal systems performance such
as the features used (color, texture, edge, audio,

Figure 16: Object classvs. MAP

Figure 17: Location classvs. MAP
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Figure 18: Event classvs. MAP

... etc), the classi�ers adopted (SVM, Adaboost,
NN, ...etc) each with it's various parameters, fu-
sion methods (late, early,...etc), quality of training
data (di�eren t sources,frequency of positive exam-
ples, annotation methods,...etc), running time, scal-
abilit y to handle more feature detectors, so on. For
detailed information about the approaches and re-
sults, the reader should seethe various site reports
and slides from the workshop available from the
publications page of the TRECVID website: www-
nlpir.nist.gov/pro jects/tvpubs/tv.pubs.org.h tml.

5 Search

The search task in TRECVID was an extension of
its text-only analogue. Video search systems were
presented with topics | formatted descriptions of a
need for video | and were asked to return a list of
up to 1,000 shots from the videos in the search test
collection which met the need. The list wasto be pri-
oritized basedon likelihood of relevance to the need
expressedby the topic.

5.1 In teractiv e, manually assisted,
and automatic search

As wasmentioned earlier, three search modeswereal-
lowed, fully interactive, manually assisted,and fully

automatic. In interactive searchs, the searcher can
reformulate the query as many times as time allows,
reacting to the results of each search. In automatic
runs, the topic is input to the system,which produces
a result without any human involvement. Socalled
\manual" searches were allowed to provide a simple
middle ground between fully automatic and full in-
teractive.

A big problem in video searching is that topics
are complex and designating the intended meaning
and interrelationships between the various pieces|
text, images,video clips, and audio clips | is a com-
plex one and the examplesof video, audio, etc. do
not always represent the information needexclusively
and exhaustively. Understanding what an image is
of/ab out is famously complicated (Shatford, 1986).

The de�nition of the manual mode for the search
task allows a human expert in the search system in-
terface, to interpret the topic and create an opti-
mal query in an attempt to make the problem more
tractable. The cost of the manual mode in terms
of allowing comparative evaluation is the conation
of searcher and system e�ects. However if a single
searcher is usedfor all manual searcheswithin a given
research group, comparison of searches within that
group is still possible. At this stage in the research,
the abilit y of a team to comparevariants of their own
systemis arguably more important than the abilit y to
compare acrossteams, where results are more likely
to be confounded by other factors hard to control
(e.g. di�eren t training resources,di�eren t low-level
research emphases,etc.).

Two baseline runs were required of every manual
and of every automatic system| a run basedonly on
the text from the provided English ASR/MT output
and on the text of the topics and one using not text
from ASR/MT, asthough we weredealing with video
in a languagefor which ASR/MT was not available.
The goalof the baselinesubmissionsis to help provide
a basis for answering questions such as how much
(if any) using visual information (or ASR/MT) helps
over just using text in searching.

One participant, FX Palo Alto Laboratory, carried
out a new variant of the interactive task, collabora-
tiv e search, in which the focus was on 2 or more peo-
ple working synchronously on a query, playing di�er-
ent search roles (\prosp ector" and \miner") sharing
search terms, results, etc.
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5.2 Topics

Becausethe topics have a huge e�ect on the results,
the topic creation processdeserves special attention
here. Ideally, topics would have beencreated by real
usersagainst the samecollection usedto test the sys-
tems, but such queriesare not available.

Alternativ ely, interested parties familiar in a gen-
eral way with the content covered by a test collec-
tion could have formulated questionswhich werethen
checked against the test collection to seethat they
were indeed relevant. This is not practical either
becauseit pre-supposed the existenceof the sort of
very e�ectiv e video search tool which participants are
working to develop.

What wasleft wasto work backwards from the test
collection with a number of goals in mind. Rather
than attempt to createa representativ esample,NIST
has in the past tried to get an approximately equal
number of each of the basic types (generic/speci�c
and person/thing/ev ent), though in 2006generictop-
ics dominated over speci�c ones. The 2007 topics
were almost all generic due to the diversity of the
collection and the resulting di�cult y �nding enough
examplesof namedpeople,objects, events, or places.
Generic topics may be more dependent on the vi-
sual information than the speci�c which usually score
high on text based (baseline) search performance.
Also, the 2007 topics reect a deliberate emphasis
on events.

Another important consideration was the esti-
mated number of relevant shotsand their distribution
acrossthe videos. The goalshere were as follows:

� For almost all topics, there should be multiple
shots that meet the need.

� If possible,relevant shotsfor a topic should come
from more than one video.

� As the search task is already very di�cult, we
don't want to make the topics too di�cult.

The 24 multimedia topics developed by NIST for
the search task expressthe need for video (not just
information) concerning people, things, events, etc.
and combinations of the former. The topics were de-
signed to reect many of the various sorts of queries
real userspose: requestsfor video with speci�c peo-
ple or typesof people,speci�c objects or instancesof
object types,speci�c activities or instancesof activit y
(Enser & Sandom,2002).

The topics were constructed basedon a review of
the test collection for relevant shots. The topic cre-

Table 5: 2007Topic types

Named Generic
Topic Person,

thing
Event Place Person,

thing
Event Place

197 X X
198 X X
199 X X
200 X X
201 X X
202 X X
203 X X
204 X X
205 X X
206 X X
207 X X
208 X X
209 X
210 X X
211 X
212 X X
213 X X
214 X
215 X X
216 X
217 X X
218 X X
219 X
220 X X

ation processwas the sameas in 2003 { designedto
eliminate or reduce tuning of the topic text or ex-
amples to the test collection. Potential topic targets
were identi�ed while watching the test videos with
the sound o�. Non-text exampleswere chosenwith-
out referenceto the relevant shotsfound. When more
exampleswerefound than wereto be used,the subset
usedwas chosenat random. The topics are listed in
Appendix A. A rough classi�cation of topic typesfor
TRECVID 2007 basedon Armitage & Enser, 1996,
is provided in Table 5. In 2007all topics are generic
and there was a deliberate emphasison event topics.
Figure 19 shows the reasonablyvaried distribution of
number of hits per topic. Topic 199(\ Find shotsof a
personwalking or riding a bicycle") standsout due to
an ambiguit y that was intro ducedwhen \w alking or"
was inserted. The intended meaningwas \Find shots
of a personwalking a bicycle or riding a bicycle" but
the �nal formulation allowed shots of bicycle-riding
people to be included and there are lots of those in
the test collection.
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Figure 19: Hits in the test set by topic

Figure 20: Runs by type

Table 6: Search type statistics

Search type 2004 2005 2006 2007

Fully automatic 17 % 38 % 62 % 69 %
Manually assisted 38 % 23 % 9 % 3 %
Interactiv e 45 % 39 % 29 % 28 %

5.3 Evaluation

Groups wereallowed to submit a total of up to 6 runs
of any types in the search task. In fact 24 groups
submitted a total of 118 runs - 33 interactive runs,
4 manual ones, and 81 fully automatic ones. The
trends seenin 2005 and 2006 leveled o� in 2007 as
shown in Table 6 and Figure 20.

All submitted runs from each participating group
contributed to the evaluation pools. For each topic,
all submissionsdown to a depth of at least30(average
84, maximum 160) result items (shots) were pooled,
duplicate shots were removed and randomized. Hu-
man judges(assessors)werepresented with the pools
| one assessorper topic | and they judged each
shot by watching the associated video and listening
to the audio. The maximum result set depth judged
and pooling and judging information for each topic
are listed in Table 7 at the end of this paper.

Since simple rankings provide no information
about which di�erences are signi�cant, partial ran-
domization tests wereapplied to the top 8 automatic
and interactive runs to seewhich di�erences are not
likely to be due to chance(p < 0.05). The results of
thesetests are depicted in Figures 21 and 22.

5.4 Measures

Once again, the trec eval program was usedto calcu-
late recall, precision, averageprecision, etc.

5.5 Results

Various tables and �gures provide di�eren t views of
the search results. Figure 23 presents the mean, me-
dian, and max resultsby topic for automatic, manual,
and interactive search runs. Figure 24 presents the
median MAP scoresacross all runs by topic. The
results for the top 10 runs (sorted by MAP) are pre-
sented individually for each type of run in Figures
25, 26, and 27, respectively. The number of uniquely
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Figure 23: MAP by topic

Figure 21: Randomization test on top 8 automatic
search runs

Figure 22: Randomization test on top 8 interactive
search runs
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Figure 24: Topics sorted by median MAP

Figure 25: Top 10 automatic search runs

Figure 26: Top 10 manual search runs

Figure 27: Top 10 interactive search runs

Figure 28: Unique relevant by team
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relevant submitted by any given team is very small
as shown in Figure 28.

The following sectiondiscussesresults from the top
10 interactive and automatic systems.Results for au-
tomatic runs were in general quite low, due in part
perhaps to the quality of the ASR and MT output
as well as cross-domaintraining/testing e�ects. An-
other likely cause for low scoreswas the fact that
the 2007topics emphasizedevents and deemphasized
named entities. Text-only runs were often outper-
formed by runs using visual or multimo dal informa-
tion.

IBM's automatic search runs combined text-,
visual-, and concept-basedretrieval. Randomization
testing indicated only the run TJW-TMSV-C.qind,
which used 50 additional concept detectors trained
on external data and a large sample of webpages
used to improve the use of WordNet, seemsto have
produced signi�cant improvement over the text run
(TJW-T ext). IBM's interactive run achieved rela-
tiv ely good results using a new interactive system,
which switched between a tagging and a browsing
mode. It should be noted that while the averagetime
spent on a topic was no more than 15 minutes, indi-
vidual topic search times may haveexceededthe limit
set in the guidelines.

Oxford University submitted just one search run
from a system which used the output of high-level
feature analysis for quick object search and provided
the user with various tools for expanding the set of
desiredshots- in the temporal neighborhood, to near
duplicates, based on color, texture, etc. Accessto
external image sources(Google Image) was also pro-
vided.

The University of Amsterdam (MediaMill) - The
MediaMill team submitted two interactive search
runs featuring two di�eren t user interfaces: the
CrossBrowser (UvA-MM1) and the newer Fork-
Browser (UvA-MM2). A partial randomization test
con�rmed the observation in the team paper that
there wasno signi�cant di�erence in the e�ectiv eness
of the two interfaces,measuredin terms of mean av-
erageprecision. Of more interest is the lower amount
of user interaction required when using the Fork-
Browser.

The results from FX Palo Alto provide evidence
that the amount of time alloted to the collaborative
had a signi�cant e�ect. A randomization test with
10000repetitions found the 15 minute collaborative
run signi�cantly better (p < 0:05) than the 11 minute
one, which in turn is signi�cantly better than the

7 minutes one. No signi�cant di�erence was found
by the above test between the best single-userand
collaborative runs. The suggestion by the FX Pal
team that collaborative searching may be especially
suited to di�cult searchesdeservesfurther study.

Tsinghua submitted automatic runs using vari-
ous combinations of text-based, example-based,and
concept-basedsearch. A randomization test found
each of the runs using a combination of approaches
was signi�cantly better than the text-based run, but
no signi�cant di�erences (p < 0:05) when comparing
the combination runs to each other. Randomization
testing did not �nd a signi�cant di�erence between
the interactive run with default options and the one
with manually adjusted options.

MSRA-USTC-SJTU's systemincludescomponents
for query pre-processing, query analysis, unimodal
search, multimo dal fusion, re-ranking, and result re-
�nement. Randomization testing showed their best
run, using fusion of text-based and concept mapping
methods performed signi�cantly (p < 0:05) better
than other non-baselineruns and the baseline.

NUS-ICT focusedon query analysis and retrieval
using high-level, motion, and visual features. Their
query analysis included determination of query class,
extraction of high-level featuresfrom the query terms
and example images,as well as extraction of motion
patterns from the query's example video. Random-
ization tests on NUS-ICT's automatic search runs in-
dicated that fusion using the multimedia query per-
formed signi�cantly (p < 0:05) better than fusion us-
ing only the text query (with or without motion pat-
tern extraction). All runs usingfusion outperform the
visual baseline,which outperformedthe text baseline.

DCU submitted 6 automatic search runs usingonly
low-level featuresand ASR/MT. Randomization test-
ing shows �nds the run using the baselinevisual ex-
pert achieved signi�cantly (p < 0:05) better results
than any of the other runs. All runs performed bet-
ter than the run using only ASR/MT.

For detailed information about the approachesand
results, the reader should see the various site re-
ports and slidesfrom the workshopavailable from the
publications page of the TRECVID website: www-
nlpir.nist.gov/pro jects/tvpubs/tv.pubs.org.h tml.

6 BBC rushes managemen t

Rushesare the raw video material usedto produce a
video. Twenty to forty times as much material may
be shot asactually becomespart of the �nished prod-
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uct. Rushesusually have only natural sound. Actors
are only sometimes present. Rushes contain many
framesor sequencesof frames that are highly repeti-
tiv e, e.g., many takes of the samescenere-donedue
to errors (e.g. an actor gets his lines wrong, a plane
ies over, etc.), long segments in which the camera
is �xed on a given sceneor barely moving, etc. A
signi�cant part of the material might qualify asstock
footage- reusableshotsof people,objects, events, lo-
cations. Rushesare potentially very valuable but are
largely unexploited becauseonly the original produc-
tion team knows what the rushescontain and access
is generally very limited, e.g., indexing by program,
department, name, date (Wright, 2005).

In 2005and 2006TRECVID sponsoredexploratory
tasksaimed at investigating rushesmanagement with
a focus on how to eliminate redundancy and how to
organizerushesin terms of someuseful features. For
2007a pilot evaluation was carried out in which sys-
tems created simple video summariesof BBC rushes
from several dramatic seriescompressedto at most
4% of the full video's duration and designedto min-
imize the number of frames usedand present the in-
formation in ways that maximized the usability of
the summary and speed of objects/event recogni-
tion. Summariesof largely scripted video cantakead-
vantage of the associated structure and redundancy,
which seemto be di�eren t for other sorts of rushes,
e.g., the travel rushesexperimented with in 2005/6.

Such a summary could be returned with each video
found by a video search engine which is similar to
text search engineswhen they return short lists of
keywords (in context) for each document found - to
help the searcher decide whether to explore a given
item further without viewing the whole item. Al-
ternativ ely it might be input to a larger system for
�ltering, exploring and managing rushesdata.

Although in this pilot task the notion of visual sum-
mary waslimited to a singleclip to beevaluated using
simple play and pausecontrols, there was still room
for creativit y in generatingthe summary. Summaries
need not have been series of frames taken directly
from the video to be summarized and presented in
the sameorder. Summariescould contain picture-in-
picture, split screens,and results of other techniques
for organizing the summary. Such approachesraised
interesting questionsof usability.

For practical reasonsin planning the assessment
an upper limit on the size of the summaries was
needed.Di�eren t usescenarioscould motivate di�er-
ent limits. Onemight involvepassingthe summary to

downstream applications that support, clustering, �l-
tering, sophisticatedbrowsing for rushesexploration,
management, reuse. There was minimal emphasison
compression.

Assuming the summary should be directly usable
by a human, then at least it should be usable by a
professional, looking for reusablematerial, and will-
ing to watch a summary longer than someonewith
more recreational goals.

Therefore longer summaries than a recreational
user would tolerate were allowed but results were
scoredso that systemsthat could meet a higher goal
(much shorter summary) could be identi�ed, Each
submitted summary had a duration which was at
most 4% of the video to be summarized. That gave
a mean maximum summary duration of 60 seconds
with a range from 7 - 87 seconds).

6.1 Data

The BBC Archive provided about 300Beta-SP tapes,
which NIST had read in and converted to MPEG-2.
NIST then transcoded the MPEG-2 �les to MPEG-1.
Ground truth was created by Dublin Cit y University
for about half of the development clips and all the
test data.

6.2 Evaluation

At NIST, all the summary clips for a given video were
viewed using mplayer on Linux in a window 125mm
x 102mm @25 fps in a randomized order by a single
human judge. In a timed process,the judge played
and/or paused the video as neededto determine as
quickly as possible which of the segments listed in
the ground truth for the video to be summarizedare
present in the summary.

The judge was also asked to assessthe usabil-
it y/qualit y of the summary. This included answer-
ing the following two questions with 5 possible an-
swers for each - where only the extremesare labeled:
"Strongly agree" and "strongly disagree".

1. It is easy to seeand understand what is in this
summary.

2. This summary contains morevideo of the desired
segments than was needed.

This processwasrepeatedfor each test video. Each
summary was evaluated by three judges.

The output of two baselinesystemswas provided
by the Carnegie Mellon University team. One was
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a uniform samplebaselinewithin the 4% maximum.
The other wasbasedon a samplewithin the 4%maxi-
mum from clustersbuilt on the basisof a simple color
histogram.

6.3 Measures

Per-summary measureswere:

� fraction of the ground truth segments found in
the summary

� time (in seconds) needed to check summary
against ground truth

� number of frames in the summary

� system time (in seconds)to generate the sum-
mary

� usability scores

Per-system measureswere the means of the per-
summary measuresover all test videos.

6.4 Results

A detailed discussion of the results is available in
the workshop papers as part of the ACM Digital Li-
brary. See (Over et al., 2007) for an intro duction
and overview. Slidesfrom the workshop are available
from the TRECVID video summarization workshop
pageat www-nlpir.nist.gov/pro jects/tv7.acmmm.

7 Summing up and moving on

This intro duction to TRECVID 2007 has pro-
vided basic information on the goals, data, eval-
uation mechanisms and metrics used. Fur-
ther details about each particular group's ap-
proach and performance can be found in that
group's site report - available from the publi-
cations page of the TRECVID website: www-
nlpir.nist.gov/pro jects/tvpubs/tv.pubs.org.h tml.

8 Authors' note

TRECVID would not happen without support from
IARPA and NIST and the research communit y is very
grateful for this. Beyond that, various individuals
and groups deserve special thanks.

We are particularly grateful to Christian Peter-
sohn at the Fraunhofer (Heinrich Hertz) Institute in

Berlin for providing the master shot reference,to Pe-
ter Wilkins at the Centre for Digital Video Processing
at Dublin Cit y University (DCU) for formating the
master shot referencede�nition and to Phil Kelly also
at Dublin Cit y University (DCU) for co-ordinating
the creation of the summarization ground truth.

Cit y University of Hong Kong, the University of
Modena, and the University of Iowa helped out in
the distribution of the video data by mirroring them
online.

Roeland Ordelman and Marijn Huijbregts at the
University of Twente provided the output of an au-
tomatic speech recognition system (Huijbregts, Or-
delman, & Jong, 2007) run on the Sound and Vision
data.

Christof Monz of QueenMary, University London
contributed machine translation (Dutch to English)
for the Sound and Vision video.

Georges Qu�enot and St�ephane Ayache of LIG
(Laboratoire d'Informatique de Grenoble, formerly
CLIPS-IMA G) organized a collaborative annotation
and more than two dozengroups contributed to that
e�ort (Ayache & Qu�enot, 2007).

The Multimedia Content Group at the Chinese
Academy of Sciencestogether with the National Uni-
versity of Singapore provided full annotation of the
2007training data (using one keyframe per shot).

Carnegie Mellon University created two baseline
summarization runs to help put the summarization
results in context.

Shih-Fu Changat Columbia University madeavail-
able the models and features they used in detecting
374 LSCOM concepts.

Yu-Gang Jiang at Cit y University Hong Kong do-
nated 374LSCOM conceptdetectors(SVM detectors
of local feature, color and texture separately).

Onceagain we appreciateJonathan Lasko's careful
creation of the shot boundary truth data onceagain
- his seventh and �nal year doing this work.

Finally, we want to thank all the participants and
other contributors on the mailing list for their enthu-
siasmand diligence.

9 App endix A: Topics

The text descriptions of the topics are listed below
followed in brackets by the associated number of im-
age examples(I), video examples(V), and relevant
shots (R) found during manual assessment of the
pooled runs.
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0197 Find shots of one or more people walking up
stairs (I/2, V/6, R/46)

0198 Find shots of a door being opened (I/0, V/7,
R/185)

0199 Find shots of a person walking or riding a bi-
cycle (I/2, V/4, R/1150)

0200 Find shots of hands at a keyboard typing or
using a mouse(I/3, V/7, R/105)

0201 Find shots of a canal, river, or stream with
someof both banks visible (I/4, V/6, R/195)

0202 Find shots of a person talking on a telephone
(I/3, V/5, R/49)

0203 Find shots of a street market scene(I/3, V/4,
R/51)

0204 Find shots of a street protest or parade (I/4,
V/4, R/174)

0205 Find shots of a train in motion (I/3, V/7,
R/108)

0206 Find shotswith hills or mountains visible (I/4,
V/9, R/330)

0207 Find shotsof waterfront with water and build-
ings (I/4, V/3, R/257)

0208 Find shotsof a street at night (I/4, V/7, R/74)

0209 Find shots with 3 or more people sitting at a
table (I/4, V/4, R/327)

0210 Find shots with one or more people walking
with one or more dogs(I/4, V/5, R/18)

0211 Find shots with sheep or goats (I/4, V/4,
R/15)

0212 Find shots in which a boat moves past (I/4,
V/4, R/77)

0213 Find shotsof a woman talking toward the cam-
era in an interview - no other peoplevisible (I/0,
V/6, R/389)

0214 Find shotsof a very large crowd of people(�lls
more than half of �eld of view) (I/4, V/4, R/255)

0215 Find shots of a classroom scenewith one or
more students (I/4, V/6, R/145)

0216 Find shots of a bridge (I/5, V/5, R/57)

0217 Find shots of a road taken from a moving ve-
hicle through the front windshield (I/0, V/5,
R/112)

0218 Find shots of one or more peopleplaying mu-
sical instruments such as drums, guitar, ute,
keyboard, piano, etc. (I/3, V/10, R/374)

0219 Find shots that contain the Cook character in
the Klokhuis series(I/1, V/4, R/6)

0220 Find grayscale shots of a street with one or
morebuildings and oneor morepeople(I/4, V/6,
R/205)

10 App endix B: Features

1 Sports: Shots depicting any sport in action

2 DROPPED - Entertainment: Shots depicting any
entertainment segment in action

3 Weather: Shots depicting any weather related
newsor bulletin

4 Court: Shots of the interior of a court-room loca-
tion

5 O�ce: Shots of the interior of an o�ce setting

6 Meeting: Shots of a Meeting taking place indoors

7 Studio: Shots of the studio setting including an-
chors, interviews and all events that happen in a
newsroom

8 Outdoor: Shots of Outdoor locations

9 Building: Shots of an exterior of a building

10 Desert: Shots with the desert in the background

11 Vegetation: Shots depicting natural or arti�cial
greenery, vegetation woods, etc.

12 Mountain: Shots depicting a mountain or moun-
tain range with the slopesvisible

13 Road: Shots depicting a road

14 Sky: Shots depicting sky

15 Snow: Shots depicting snow

16 Urban: Shotsdepicting an urban or suburbanset-
ting
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17 Waterscape, Waterfront: Shots depicting a wa-
terscape or waterfront

18 Crowd: Shots depicting a crowd

19 Face: Shots depicting a face

20 Person: Shots depicting a person (the face may
or may not be visible)

21 DROPPED - Government-Leader: Shotsof a per-
son who is a governing leader, e.g., president,
prime-minister, chancellor of the exchequer,etc.

22 DROPPED - Corporate-Leader: Shots of a per-
son who is a corporate leader, e.g., CEO, CFO,
Managing Director, Media Manager, etc.

23 Police, security: Shotsdepicting law enforcement
or private security agencypersonnel

24 Military: Shots depicting the military personnel

25 Prisoner: Shots depicting a captive person, e.g.,
imprisoned, behind bars, in jail or in handcu�s,
etc.

26 Animal: Shots depicting an animal, not counting
a human as an animal

27 Computer,TV-screen:Shotsdepicting a television
or computer screen

28 Flag-US: Shots depicting a US ag

29 Airplane: Shots of an airplane

30 Car: Shots of a car

31 Bus: Shots of a bus

32 Truck: Shots of a truck

33 Boat,Ship: Shots of a boat or ship

34 Walking, Running: Shots depicting a person
walking or running

35 People-Marching: Shots depicting many people
marching as in a parade or a protest

36 Explosion,Fire: Shots of an explosionor a �re

37 Natural-Disaster: Shots depicting the happening
or aftermath of a natural disaster such as earth-
quake, o od, hurricane, tornado, tsunami

38 Maps: Shots depicting regional territory graphi-
cally as a geographicalor political map

39 Charts: Shotsdepicting any graphics that is arti-
�cially generatedsuch asbar graphs, line charts,
etc. (maps should not be included)

References

Armitage, L. H., & Enser, P. G. B. (1996). In-
formation Need in the Visual Document Do-
main: Report on Project RDD/G/235 to the
British Library Research and Innovation Cen-
tre. School of Information Management, Uni-
versity of Brighton.

Ayache, S., & Qu�enot, G. (2007).
TRECVID 2007 Collaborative Anno-
tation using Active Learning. URL:
http://clips.imag.fr/mrim/georges.quenot/articles/trec07.p df.

Enser, P. G. B., & Sandom, C. J. (2002). Retrieval
of Archival Moving Imagery | CBIR Outside
the Frame. In M. S. Lew, N. Sebe, & J. P.
Eakins (Eds.), Image and Video Retrieval, In-
ternational Conference, CIVR 2002, London,
UK, July 18-19, 2002, Proceedings (Vol. 2383).
Springer.

Huijbregts, M., Ordelman, R., & Jong, F. de. (2007).
Annotation of heterogeneousmultimedia con-
tent using automatic speech recognition. In
Proceedings of the second international confer-
ence on semantics and digital media technolo-
gies (SAMT). Berlin: Springer Verlag.

Lee, A. (2001). VirtualDub home page. URL:
www.virtualdub.org/index.

Manly, B. F. J. (1997). Randomization, Bootstrap,
and Monte Carlo Methods in Biology (2nd ed.).
London, UK: Chapman & Hall.

Over, P., Ianeva, T., Kraaij, W., &
Smeaton, A. F. (2006). TRECVID
2006 Overview. URL: http://www-
nlpir.nist.gov/pro jects/tvpubs/tv6.pap ers/tv6overview.pdf.

Over, P., Smeaton, A. F., & Kelly, P. (2007). The
TRECVID 2007 BBC rushes summarization
evaluation pilot. In TVS '07: Proceedings of
the international workshopon TRECVID video
summarization (pp. 1{15). New York, NY,
USA: ACM Press.

Shatford, S. (1986). Analyzing the Subject of a Pic-
ture: A Theoretical Approach. Cataloging and
Classi�cation Quarterly, 6(3), 39|61.

22



Wright, R. (2005). Personal communication from
Richard Wright, Technology Manager, Projects,
BBC Information & Archives.

Yilmaz, E., & Aslam, J. A. (2006). Estimating
AveragePrecision with Incomplete and Imper-
fect Judgments. In Proceedings of the Fifteenth
ACM International Conference on Information
and Knowledge Management (CIKM). Arling-
ton, VA, USA.

23



Table 1: Participants and tasks

Participan ts Country Task
Asahi Kasei Corporation Japan SB ** { {
AT&T Labs USA SB { { SU
Beijing Jiaotong Univ ersity (Northern Jiaotong Univ.) China { { SE {
Beijing Univ ersity of Posts and Telecommunications China SB { { {
Bilk ent Univ ersity Turkey ** FE SE **
Brno Univ ersity of Technology Czech Republic SB FE ** SU
Carnegie Mellon Univ ersity USA { ** ** SU
Cit y Univ ersity of Hong Kong (Cit yU) China { FE SE SU
Columbia Univ ersity USA { FE ** SU
COST292 Team EU SB FE SE SU
Curtin Univ ersity Australia ** { { SU
CWI-CTIT-UTw ente team Netherlands { ** SE {
Dublin Cit y Univ ersity Ireland { { SE SU
�Ecole Nationale Sup�erieure des T�el�ecommunications / TSI France { FE { {
Etter Solutions Research Group USA { { SE {
Florida International Univ ersity, FIU-UM USA SB ** { {
Fraunhofer Institute IAIS and Univ ersity of Bradford EU SB ** { {
Fudan Univ ersity China { FE SE {
FX Palo Alto Laboratory Inc. USA ** ** SE SU
Helsinki Univ ersity of Technology Finland ** FE SE SU
Huazhong Univ ersity of Scienceand Technology China SB ** ** **
IBM T. J. Watson Research Center USA ** FE SE **
Institute for Systems and Computer Engineering of Porto Portugal { ** SE {
Institut EURECOM France { FE { SU
JOANNEUM RESEARCH Forschungsgesellschaft mbH Austria ** FE { SU
KDDI R&D Labs, Inc., Tokushima U., Tokyo U Japan ** FE { SU
K-Space EU { FE SE {
LIG (Lab oratoire d'Informatique de Grenoble) France SB FE ** **
LIP6 - Laboratoire d'Informatique de Paris 6 France { FE { SU
MSRA-USTC-SJTU Team (Microsoft Research Asia- ...) China { FE SE **
Multimedia Content Analysis Group (CAS) China { FE { {
Multimedia Computing Group (CAS) / National Univ ersity of Singapore China,Singapore { FE SE **
National Institute of Informatics Japan { FE { SU
National Taiwan Univ ersity Taiwan { FE ** SU
NHK Scienceand Technical Research Laboratories Japan SB ** { {
Oxford Univ ersity UK { FE SE {
Philipps Univ ersity Marburg Germany SB FE ** **
The Hong Kong Polytechnic Univ ersity China { { { SU
Tokyo Institute of Technology Japan ** FE ** **
Tsinghua Univ ersity / Intel China Research Center China SB FE SE SU
Univ ersidad Aut�onoma de Madrid Spain { ** { SU
Univ ersidy of Ja�en (SINAI) Spain { { SE {
Univ ersity of Karlsruhe (TH) Germany SB FE { {
Univ ersity of Amsterdam (MediaMill Team) Netherlands { FE SE {
Univ ersity of California, Berkeley USA { FE ** {
Univ ersity of California, Santa Barbara USA { FE SE SU
Univ ersity of Central Florida USA { FE SE **
Univ ersity of Electro-Communications Japan { FE ** {
Univ ersity of Glasgow UK { { SE SU
Univ ersity of Iowa USA ** FE SE {
Univ ersity of Louisville USA { FE { {
Univ ersity of Modena and Reggio Emilia (Italy) Italy SB ** { **
Univ ersity of Queensland Australia { { SE {
Univ ersity of She�eld UK SB { { SU

Task legend. SB: Shot boundary; FE: High-level features; SE: Search; SU: Rushessummarization; **: no runs24



Table 4: Feature pooling and judging statistics

Feature
number

Total
submitted

Unique
submitted

%
total
that
were
unique

Max.
result
depth
pooled

Number
judged

%
unique
that
were
judged

Number
true

%
judged
that
were
true

1 293764 17453 5.9 150 3296 18.9 124 3.8
3 284814 17296 6.1 170 3360 19.4 6 0.2
5 289509 17173 5.9 150 3289 19.2 210 6.4
6 291522 17324 5.9 120 3319 19.2 707 21.3

10 290028 17476 6.0 140 3298 18.9 26 0.8
12 295266 17377 5.9 180 3311 19.1 96 2.9
17 299160 16900 5.6 240 3249 19.2 289 8.9
23 288896 17547 6.1 100 3239 18.5 89 2.7
24 292336 17507 6.0 120 3373 19.3 41 1.2
26 298252 17410 5.8 160 3235 18.6 251 7.8
27 290991 17387 6.0 140 3282 18.9 206 6.3
28 281010 17503 6.2 130 3370 19.3 6 0.2
29 287745 17487 6.1 150 3287 18.8 147 4.5
30 295604 17393 5.9 140 3283 18.9 435 13.3
32 289844 17408 6.0 140 3409 19.6 216 6.3
33 289285 17185 5.9 190 3318 19.3 166 5.0
35 292668 17210 5.9 180 3328 19.3 72 2.2
36 288378 17484 6.1 120 3359 19.2 52 1.5
38 284727 17434 6.1 170 3354 19.2 93 2.8
39 281735 17386 6.2 190 3334 19.2 64 1.9
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Table 7: Search pooling and judging statistics

Topic
number

Total
submitted

Unique
submitted

%
total
that
were
unique

Max.
result
depth
pooled

Number
judged

%
unique
that
were
judged

Number
relevant

%
judged
that
were
relevant

197 117593 17815 15.1 40 2324 13.0 46 2.0
198 114535 17709 15.5 80 3992 22.5 185 4.6
199 112646 17360 15.4 100 4606 26.5 1150 25.0
200 112500 17721 15.8 70 3847 21.7 105 2.7
201 113076 16733 14.8 90 3836 22.9 195 5.1
202 113519 17432 15.4 30 1887 10.8 49 2.6
203 114586 17308 15.1 50 2454 14.2 51 2.1
204 113660 16902 14.9 100 4020 23.8 174 4.3
205 112851 16935 15.0 120 4834 28.5 108 2.2
206 110890 16613 15.0 160 5406 32.5 330 6.1
207 114965 15536 13.5 80 2991 19.3 257 8.6
208 114017 16733 14.7 60 2926 17.5 74 2.5
209 117016 17393 14.9 100 5044 29.0 327 6.5
210 116346 17624 15.1 60 3095 17.6 18 0.6
211 110253 16810 15.2 70 3115 18.5 15 0.5
212 113930 16771 14.7 100 3600 21.5 77 2.1
213 116373 17129 14.7 70 3485 20.3 389 11.2
214 118236 16798 14.2 70 3050 18.2 255 8.4
215 111850 17492 15.6 130 5976 34.2 145 2.4
216 111714 16930 15.2 70 3265 19.3 57 1.7
217 114875 17606 15.3 100 4755 27.0 112 2.4
218 117674 17517 14.9 80 4129 23.6 374 9.1
219 111948 17688 15.8 30 1768 10.0 6 0.3
220 118279 16132 13.6 150 5147 31.9 205 4.0
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Table 8: Participants not submitting runs (or at least papers in the caseof rushestask)

Participan ts Country SB FE SE RU
AI IA Laboratory Greece ** { { {
Arti�cialife Canada { { { **
Chinese Univ ersity of Hong Kong China ** ** ** **
ETIS Laboratory France ** ** ** **
INRIA France { ** { {
IRISA/INRIA Rennes- TEXMEX team F218 France ** { ** {
Johns Hopkins Univ ersity USA { ** { {
Massachusetts Institute of Technology USA ** ** ** **
RMIT Univ ersity School of CS&IT Australia ** { ** **
RWTH Aachen Univ ersity Germany ** ** { {
Technical Univ ersity Berlin Germany ** { { {
The Open Univ ersity UK ** ** ** {
Univ ersity Rey Juan Carlos Spain ** { ** **
Univ ersity of California, San Diego US { ** ** **
Univ ersity of Kocaeli Turkey ** { { {
U. of North Carolina at Chapel Hill USA { ** { **
Univ ersity of Trieste Italy { ** ** {

Task legend. SB: Shot boundary; FE: High-level features; SE: Search; RU: BBC rushes summarization; **: Group
applied but didn't submit any runs
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